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Abstract

We discuss recent progress and the exciting potential of scanning probe microscopy

methods for the characterization and control of photonic crystals. We demonstrate

that scanning near-field optical microscopy can be used to characterize the per-

formance of photonic crystal device components on the sub-wavelength scale. In

addition, we propose scanning probe techniques for realizing local, low-loss tun-

ing of photonic crystal resonances, based on the frequency shifts that high-index

nanoscopic probes can induce. Finally, we discuss prospects for on-demand sponta-

neous emission control. We demonstrate theoretically that photonic crystal mem-

branes induce large variations in spontaneous emission rate over length scales of

50 nm that can be probed by single light sources, or nanoscopic ensembles of light

sources attached to the end of a scanning probe.

Key words: photonic crystal, scanning near-field optical microscopy, integrated

optics, cavity quantum electrodynamics, spontaneous emission

PACS: 42.70Qs, 42.50.Pq, 42.25Fx

1 Introduction

It is widely expected that photonic crystals offer an advantageous solid state

platform for cavity quantum electrodynamics, with the prospect of realiz-
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ing highly miniaturized optical devices [1]. Great challenges accompany the

promised control of light on sub-wavelength length scales. Apart from the need

to develop fabrication techniques to sculpt semiconductor material with sub-

nanometer accuracy, one requires unconventional techniques for probing and

manipulating the interaction of light with the photonic crystal structure. The

usefulness of photonic crystal devices will be greatly increased if methods are

available to locally and quickly tune or switch optical properties.

While standard optical techniques suffice to resolve the light scattering out of

large devices, the diffraction limit prevents photonic crystal devices to be char-

acterized beyond the resolution of about half a wavelength using conventional

optics. A unique method to characterize the optical properties of photonic

crystals that is not limited by diffraction is scanning near-field optical mi-

croscopy (SNOM)[2,3]. In SNOM a sharp scanning probe in close proximity

to the sample is used to image the optical field with a resolution that is only

limited by the size of the probe and its separation from the sample. Thus,

several groups have already applied this technique to asses the performance

of photonic devices with resolutions around 100 nm [4–13]. In addition we

propose that scanning probe techniques used in SNOM may very well offer a

convenient and efficient method to locally switch or tune optical devices in a

controlled manner.

In this paper we begin by describing how SNOM can be used to study the

performance characteristics of a simple photonic crystal structure, with the

particular example of a W3 to W1 waveguide transition. In Section 3 we dis-

cuss how scanning probe techniques can be used for controlling resonances in

photonic crystals. Finally, in Section 4 we discuss the potential for obtain-

ing on-demand, controllable changes in spontaneous emission dynamics with
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photonic crystals.

2 Imaging photonic crystals with SNOM

Although conventional imaging optics can succesfully reveal some aspects of

dispersion and loss in planar photonic crystal (PPC) [14], it is inherently a

limited method. First, the relevant features of the electromagnetic field ap-

pear on the length scale of the lattice constant, which is comparable to the

wavelength of light in the material. As high material indices (≈3) are crucial

for significant photonic crystal band gaps, the features that need to be im-

aged are smaller than the resolution of imaging optics [15] given by λ/(2NA),

where NA denotes the numerical aperture of the imaging optics. The numer-

ical aperture is particularly limited in photonic crystal applications because

the use of an immersion medium would strongly perturb device operation. A

second limitation of conventional microscopy is that it relies on propagating

optical waves, which in the context of photonic crystals would require unde-

sirable out-of-plane losses. Because SNOM detects nonpropagating evanescent

fields, it is not confronted with these problems [16]. Furthermore, in SNOM

the optical data are measured simultaneously with the topography, allowing

a very accurate assignment of optical features to the exact location on the

structure. The advantages of SNOM as a high resolution imaging tool will

be demonstrated in the following, using the example of a transition from a

W3 waveguide (three missing rows of holes) to a W1 waveguide. Such transi-

tions present potentially important building blocks in future highly integrated

optical circuits [17].

Our measurement setup is depicted in Fig. 1(A) and consists of a collec-
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tion SNOM with an uncoated, sharp fiber tip. Transverse electrically (TE)

polarized light from a tunable laser (λ = 1480-1570 nm) was coupled into

the cleaved facet of a deeply etched trench access waveguide by an objective

lens (NA=0.3). A large bend in the access waveguide ensures that the PPC is

located away from the direct path of stray light coming from the incoupling re-

gion. To map the local electromagnetic field intensity, the tip is scanned along

the sample surface. A tip-surface distance of 10-20 nm is maintained with the

help of a quartz tuning fork using shear force feedback [18]. Radiation scat-

tered by the tip is partially collected by the fiber itself and propagates to an

InGaAs APD photon counting module. In this way, topography (tip height)

and optical signal of the PPC structure are simultaneously recorded.

Here we show results for a structure that consists of a slab waveguide with a

core of InGaAsP (400 nm, n = 3.43) and an upper InP cladding layer (200 nm,

n = 3.17). The vertical slab waveguide supports one TE mode with an effective

index of neff = 3.29 at λ = 1550 nm. The PPC structure was etched through

a slab waveguide and uses a triangular array of holes (depth≈ 1.3 µm) with a

lattice constant of a=430 nm. This results in a photonic bandgap for TE light

for a range of reduced frequencies of u = a/λ = 0.25-0.38. Further details on

the sample and its fabrication can be found elsewhere [19,20].

Figure 1(B) shows near-field measurements of a linearly tapered (hole radii:

0.24a –0.375a) and of an abrupt transition from a W3 to a W1 waveguide at

λ = 1500 nm (middle plots). The color scale is normalized to maximize the

contrast of each measurement. Next to the optical data the simultaneously ac-

quired topography is displayed, which agrees well with the SEM micrographs

(far right- and left in Fig. 1(B)) of the fabricated structures. The optical data

show that the two designs have a remarkably different effect on the flow of light
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through the transition region. The abrupt design exhibits strong out-of-plane

scattering right at the waveguide transition and only a small part of the light

is coupled into the W1 waveguide, whereas the taper manages to funnel the

light efficiently into the W1 waveguide. We note that the signal level in W1

waveguides is generally much higher than in the W3 waveguides. This is due to

a more concentrated mode profile and much higher out-of-plane losses for the

W1 waveguide. Nevertheless, for both waveguides a characteristic spatial os-

cillation with a frequency of 1/a (see also Fig. 2) is evident. This feature is due

to the interference of different Bloch components [6] and clearly demonstrates

that sub-wavelength resolution is obtained in these measurements.

To gain further insight into our measurements, we compare them with simula-

tions. Such simulations can only represent the structure correctly if the input

parameters are known accurately enough. Due to fluctuations in fabrication,

geometrical parameters like the normalized hole radius r/a must be deter-

mined after fabrication in order to ensure the pertinence of the simulations.

In recent work [21] we developed a method to measure the wave vectors k

of light propagating in a W1 waveguide by deliberately setting up a standing

wave. Wave vector measurements on the sample under investigation are shown

as squares in Fig. 2 and were used together with 2D plane wave simulations

[22] to determine the exact fill ratio r/a = 0.375 for the W3-W1 transition

that we characterize here. The slight offset between the measured k-vectors

and the simulation in Fig. 2 is due to a 0.8% increase of material refractive

indices at λ = 1480 nm compared to λ = 1550 nm. Figure 2 shows the disper-

sion relation of the two fundamental laterally even modes of the W3 waveguide

and the one of the W1 waveguide calculated with a plane wave method [22]

considering input parameters r/a = 0.375 and neff = 3.29. For the frequency
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interval accessible with our laser system (u=0.274-0.291), we expect to excite

these even modes of the W3 and W1 waveguide. The modes show a linear

dispersion with the exception of the W3 mini-stopband which appears in the

simulation around a frequency of u=0.272. On the right-hand side we depict

optical SNOM data measured at different wavelengths on the gradual W3-W1

taper. Red arrows indicate the respective positions of the measurements in the

dispersion relation. The location of the taper section is marked with a white

bar in the SNOM images.

It is expected that coupling from a W3 to a W1 waveguide depends on the

properties of the respective modes such as mode profile, k-vector and group

velocity. The measurements in Fig. 2 show a clear dependence of the coupling

properties on frequency. For frequencies clearly above the mini-stopband a

strong signal inside the W1 waveguide was measured, indicating efficient cou-

pling. As the wavelength increases and approaches the W3 mini-stopband, the

coupling efficiency is drastically reduced and a region of strong scattering ap-

pears that shifts towards a location in front of the taper section. This suggests

that the W3 mode is not well matched to the W1 waveguide mode, nor to the

modes in the taper section at λ = 1570 nm. The reason lies in the well-known

fact that at wavelengths close to the mini-stopband the W3 mode exhibits

a very slow group velocity (evidenced by the flat dispersion) which prevents

coupling to the fast mode of the W1 waveguide.

The above-mentioned example shows the wealth of information that can be

obtained using SNOM. By using coated fiber tips, the resolution can be further

improved. However, it should be born in mind that higher resolution in SNOM

also implies lower signal.
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3 Near field control of photonic devices

In this section we consider the use of scanning probe techniques to control

optical devices, rather than characterizing them. Various methods have been

suggested for tuning and switching. These include temperature tuning of the

semiconductor refractive index [23], thermal or electromagnetic control of in-

filtrated liquid crystals [24,25], and ultrafast switching based on free-carriers

or nonlinearities such as the Kerr effect to tune the refractive index [26–29].

Recently, we have shown that another method that is not common in optics,

but is widely used in the field of microwaves, is to shift the resonant frequen-

cies of a structure by introducing a small dielectric perturbation in the near

field of the mode [30]. By employing scanning probe techniques, it is possible

to tune only a single unit in a structure containing many devices, as opposed

to the global tuning obtained by other schemes. In addition, near-field control

of photonic crystal devices has the advantage that the time scales for inducing,

maintaining, removing, and repeating the switching effect are completely in-

dependent of the properties of the materials constituting the photonic crystal.

As a case study we have considered the tuning of microcavity resonances using

near-field probes. Here we will describe the results of three-dimensional Finite

Difference Time Domain (FDTD) simulations [31,32]. In brief, we considered

the tuning effect of dielectric cylindrical tips near membrane-type photonic

crystals, consisting of a high index slab perforated with a hexagonal lattice

(lattice constant a = 420 nm) and surrounded by air. We assumed a slab di-

electric constant ε = 11.76 typical for silicon, a membrane thickness of 250 nm,

and a hole radius r = 0.3a. Crystals over 5 × 5 µm in lateral size surrounded

by up to 1 µm of air were simulated, surrounded by Liao’s absorbing bound-
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ary conditions. We used computational meshes with 14 or 20 grid points per

a parallel to the membrane, with twice the resolution normal to the mem-

brane [32]. Grid-cell volume averaging of the dielectric constant was employed

to reduce staircasing errors [33]. Quality factors and cavity mode frequencies

were obtained by fitting a damped harmonic wave to time traces of the total

E-field energy in the cavity.

The effectiveness of scanning probes for the local control of photonic crys-

tal resonances is already shown in a very simple arrangement: we consider a

photonic crystal membrane without any intentional defect. When a cylindri-

cal tip is inserted into a hole in the hexagonal lattice of the photonic crystal

membrane, it will essentially act as a point defect and create a low-Q mode

that is pulled down from the high frequency band edge [34]. This switching

configuration is relevant for the on-demand creation or tuning of transmis-

sion resonance filters with a Q of ∼ 200. As Figure 3(A) shows, introducing

a silicon tip (ε = 11.76) with a radius of 200 nm into a hole in a photonic

crystal membrane indeed pulls down a resonance from the top of the gap. The

frequency decreases linearly as the tip is pushed further into the membrane,

but saturates once the tip protrudes all the way through the membrane. At

this point, the quality factor of the resonance reaches its maximum of around

250. As Figure 3(B) shows, the diameter of the tip sets the maximum tuning

range, which is reached once the tip is completely inserted into the crystal.

The maximum tuning range of half the gap width (as much as 150 nm) is in

theory obtained for a tip that completely fills an air hole [35]. As the resonance

quality factor is limited to only about 250, there is a minimum practical tip

radius for which the shift of resonance away from the upper band edge exceeds

its linewidth. For tip radii above 0.2a a resonance is obtained that is clearly
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separated from the band edge, while the tip is still small enough to be easily

manipulated in the air hole. It should be noted that this type of switching

requires high index tips, such as silicon tips. Low index tips from materials

such as glass do not provide sufficient index contrast to create resonances well

separated from the band edge. In the context of SNOM characterization of

photonic crystals, this implies that glass tips do not significantly modify the

mode structure of samples, as long as no strongly localized resonances are

probed.

We have also studied the use of nanoscopic probes for the manipulation of

cavities relevant for cavity quantum electrodynamics. Useful tuning of the

coupling between the cavity and the quantum emitter requires that the reso-

nance of a low volume cavity can be tuned over ranges of 10–100 GHz without

inducing large loss. We present results for a resonator that is formed about a

defect of reduced radius r = 0.15a, and that is optimized in a manner similar

to the method in Ref. [36]. By reducing the radius of two holes to r = 0.23a on

either side of the defect and then shifting them outwards by 0.11a, we create

a nondegenerate dipole mode with a mode profile as shown in Fig. 4. The

mode has a frequency ωa/2πc = 0.284 in the center of the 2D TE band gap,

and the Q is around 13000, corresponding to a resonance linewidth of 15 GHz

at λ = 1500 nm. This mode has the advantage of a small mode volume, at a

quality factor that is high enough for useful tuning effects to be demonstrated,

yet low enough to be easily simulated with FDTD. In addition, this type of

cavity mode has a large amplitude in the central air-hole, which is accessible

to a near field probe. When a silicon tip is approached to the center of the

cavity, we find that a significant frequency shift can be induced (cf. Figure 5).

As long as the tip is further than a few tens of nanometers from the photonic
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crystal membrane, we find that there is no significant loss. In this regime the

frequency shift increases exponentially as the tip is approached. Up to shifts

of around 250 GHZ, equivalent to 2 nm at 1500 nm, low losses with Q above

5000 can be maintained. This frequency shift is an order of magnitude larger

than the cavity linewidth. The exponential increase of the induced detuning

with approaching tip position matches the increasing overlap of the tip with

the exponentially decaying evanescent mode profile of the cavity mode in the

direction transverse to the photonic crystal membrane. For tip-membrane sep-

arations below ∼ 20 nm, and once the tip is inserted into the central defect

hole, the cavity quality factor drops below 5000, to the level of about 200.

For tips not fully inserted into the central defect, field profiles show strong

scattering normal to the membrane on the side away from the tuning probe.

However, once the probe fully extends through the slab the quality factor

recovers to about 1000.

The key to switching cavities without introducing a large loss is that the

frequency shift increases linearly with the size of the perturber, while the loss

contribution only grows quadratically with the perturbation. The magnitude

of the perturbation can be measured by the polarizability of the tip volume

that is inserted into the cavity [37,38]

α = 3
ε − 1

ε + 2
Vtip with Vtip = πr2

tipd,

where the tip volume corresponds to the tip cross-section πr2
tip times an effec-

tive height d set by the exponential decay length of the mode into which the

tip is inserted. Based on an exact theory originally developed for perturbations

in microwave cavities, we find that the frequency shift is essentially limited

by the ratio of the polarizability to the cavity mode volume [38,30]. Figure 6
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shows that the tuning effect predicted by FDTD for silicon tips indeed scales

linearly with the tip cross section πr2
tip, while the loss induced by the tip scales

quadratically with the tip area. Such quadratic loss is consistent with an in-

terpretation of loss as Rayleigh scattering off the tip. Simulations of switching

of different cavity designs and tip refractive indices confirm that the induced

frequency shift is set by the ratio of polarizability to cavity mode volume,

and also show that the quadratic scaling of loss with α allows to maintain a

reasonably high Q at large frequency shift [30].

As a caveat we note that the simple relation between loss and the perturbation

does not hold for all tip positions. For instance, we find that the induced loss

strongly depends on the polarization of the mode at the position of the tip.

For tip positions where the electric field has a large contribution normal to the

membrane and along the tip, light is scattered strongly into the tip [39]. Thus

there are positions where the induced frequency shift is small, in accordance

with the low overall density of the mode at the tip position, but where large

loss is induced due to the polarization selectivity of the near-field probe. On

a more general note, the cavity loss is ultimately set by far-field interference

encoded in the near-field profile of the cavity [36]. It has been shown that the

loss of photonic crystal microcavities can be dramatically reduced by minute

changes in the near-field mode profile that strongly affect the far-field interfer-

ence [36,40]. In this light, it may even be possible to reduce losses of cavities

by suitable placement of a perturbation.

In conclusion, we note that tuning by inserting probes into the near-field of

an integrated optical device can be effective in general for dielectric structures

that support resonances with mode volumes comparable to the polarizability

of the perturber. For photonic crystals, cavities, waveguide bends, interferom-
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eters, directional couplers and filters can be tuned using this method. Finally,

we remark that the discussion in this section could be directly extended to

sensing applications if the sharp probe is replaced by a nanoscopic target

object.

4 Towards controlled spontaneous emission

While several alternative routes towards small optical devices exist that do

not rely on photonic crystals, complete control over spontaneous emission is

an opportunity that is unique to photonic band gap materials. Complete inhi-

bition of spontaneous emission can only be realized in three-dimensonal band

gap materials, but it is anticipated that large enhancements and reductions

in spontaneous emission lifetime can be obtained also for sources coupled

to two-dimensional photonic crystals. Unfortunately, several obstacles make

the realization of spontaneous emission control extremely challenging. First,

spontaneous emission control requires that an efficient light source is found

that is compatible with the materials used for photonic crystals. Second, the

spontaneous emission rate is expected to vary strongly with the position of

the source in the unit cell via the spatial variation of the local density of

modes [41]. Controlled experiments therefore require the use of single sources

that are precisely controlled in position.

So far, experiments have largely relied on infiltration of dyes or nanocrystals

that are deposited in random locations after fabrication of the crystals, or on

the growth of random distributions of quantum dots during the fabrication

process [42–47]. Badolato and coworkers have recently shown that it is possi-

ble to engineer the emitter-crystal coupling, by first localizing the embedded
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quantum dots before etching the photonic crystal [48]. We propose a method

that allows to control and vary the location of the light source after the pho-

tonic crystal fabrication. We envision a configuration in which the light source

is attached to the tip of a scanning probe, as recently demonstrated in our

group [49,50]. Such a configuration is ideal for the on-demand control of spon-

taneous lifetimes, simply by controlling the position of the tip. Furthermore

such a configuration potentially allows to keep the source separate from the

photonic crystal backbone materials, thus avoiding surface-induced quenching

of the emitter [51].

It is a particular challenge to realize spontaneous emission control in the near

infrared region of 1.2–1.8 µm, in part due to the paucity of efficient emitters.

We have recently identified mercury telluride nanocrystals (HgTe) as suitable

candidates for the construction of subwavelength emitters in the infrared [52].

These nanocrystals have been reported to have fluorescence quantum effi-

ciencies of around 50% in water [53]. While detection of single nanocrystals

remains elusive due to low quantum efficiencies and high dark count rates of

infrared detectors, small colloidal particles down to 150 nm in size can be

coated sparsely with quantum dots [54]. We have studied the photophysics of

such fluorescent nanospheres (see Fig. 7 (inset)) spin-coated onto a cover slip,

using confocal time-correlated single photon counting fluorescence microscopy.

Our measurements show that these spheres are efficiently excited with light

at 532 nm and provide sufficient luminescence to facilitate their detection.

Yet, these spheres remain as small as λ/10 for light at λ = 1.5 µm, thus al-

lowing their use as sub-wavelength luminescent probes. As shown in Fig. 7,

the luminescence decay is close to single exponential, with a lifetime around

12 ns, making these spheres suitable candidates for controlled cavity quantum
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electrodynamics experiments [52].

As a first experiment where these HgTe quantum dot emitters are combined

with photonic crystals, we have studied macroporous silicon photonic crys-

tals [55] with selectively infiltrated dots [56]. These photonic crystals have

a hexagonal lattice with lattice spacing a = 700 nm, and a hole radius

R = 0.45a. An in-plane band gap for TE polarized light is expected in the

wavelength range λ = 1.4–2.3 µm. The crystals feature a superlattice of point

defects, spaced by 5a or 10a (see Fig. 9(A)). Each point defect consists of

a ring of 6 holes left unetched, around a central etched hole. The somewhat

larger radius of the central defect hole, which is due to a proximity effect in

etching the pores, allowed the selective infiltration of quantum dot emitters

into the defects. To this end, a SiO2 layer was grown on top of the crystal.

At a critical oxide thickness all pores are closed, except for a 100 nm opening

above the larger central defect holes. These openings are sufficiently wide to

infiltrate a mixture of polymer and HgTe dots to coat the inner surface of the

defect hole. After infiltration, the oxide layer is removed by HF.

We have imaged these infiltrated point-defect structures using confocal mi-

croscopy in reflection mode (cf. Figure 8). The green excitation (λ = 532 nm)

was focused onto the sample using a NA=0.95 objective that was also used to

collect the infrared luminescence. As the objective was optimized for infrared,

the divergence of the incident beam had to be carefully tuned in order for the

excitation and detection focus to overlap on the sample surface. Raster scan-

ning the sample provides an image of the infrared luminescence. The intensity

of the reflected pump beam simultaneously reveals the topology of the sample.

As shown in Figure 9(B), the defect cavities as well as the underlying lattice

are clearly resolved in the scattered light image. This is not unexpected since
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the lattice spacing far exceeds the diffraction limit at 532 nm. A remarkable

advantage of the set up, however, is that the resolution at infrared wavelengths

is much better than the diffraction limit for the detected wavelength. It is set

by the focus size of the pump beam.

In the scattered light image (Fig. 9(B)), the cavities appear as bright six-

lobed rings, with a central dark spot. Here it should be noted that the signal

shows the light reflected from the sample. The bright ring is hence explained

by the stronger Fresnel reflection of unetched silicon, while the dark spot is

due to the lack of reflection from the central air hole. The topology further

shows a few dark patches apparently uncorrelated to the designed lattice. As

discussed below, we attribute the reduced reflectivity at these positions to

islands of (nanocrystal) material deposit which scatter the illumination light,

hence reducing the reflection.

Figure 9(C) shows the infrared luminescence collected in parallel with the

rasterscan shown in 9(B). The infrared luminescence collected by the objective

was detected by a fiber-coupled InGaAs avalanche photodiode (IdQuantique).

As we do not detect single dots, the images represent luminescence over a

wide spectrum from 1.3 to 1.7 µm, set by the size distribution of the HgTe

dots. The luminescence image demonstrates that quantum dots have indeed

been deposited preferentially inside the defect cavities, which show as bright

dots on a background that is at the dark count level. The few isolated patches

that appear dark in the topology also luminesce brightly, which validates their

interpretation as clusters of HgTe nanocrystals on the surface of the sample.

Close inspection of the cavities in the luminescence images shows that the

cavities also luminesce when the excitation spot is located on the ring of

unetched holes enclosing the central defect hole.
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Using a time-correlated single photon-counting technique we have for the first

time been able to locally measure luminescence lifetimes from sources inside

photonic crystal defect cavity structures with a spatial resolution better than

the photonic crystal lattice constant. Figure 7 shows a typical lifetime trace

taken from a defect cavity. We note that the apparent emission timescale is in

the range of ∼ 10 ns, similar to the emission lifetime of HgTe dots in water,

or on the latex beads. This observation implies that the quantum dots do

not suffer severe quenching and are hence promising light sources for probing

emission lifetime modifications in silicon photonic crystals. However, we find

that the spontaneous emission lifetime traces are not single-exponential. Sim-

ilar non-single exponential decay, yet systematically slower is observed for the

nanocrystal deposits that occur away from the cavities on the sample surface.

Such non-exponential emission decay dynamics and local variations in decay

may have several origins, such as the presence of a nonradiative decay channel

that is inhomogeneous over the spectral and spatial ensemble of dots that we

probe, or density dependent dot-dot interactions, such as Förster energy trans-

fer. Density dependent non-single exponential decay has indeed been observed

for HgTe nanocrystals on latex beads with high nanocrystal coverages [52]. A

third source of non-single exponential decay may be that the local density-of-

states in the cavities is inhomogeneous over the ensemble of dots over which we

integrate, which covers a wide spectrum extending over many coupled-defect

cavity modes. To interpret the lifetime traces obtained from infiltrated sam-

ples in a quantitative manner, a full study must be performed that includes

many samples with various controlled dot-densities, surface interactions, and

the use of a proper non-photonic reference environment [43]. To get around

this problem, below we discuss a proposal for a non-contact experiment with a
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nanoscopic luminescent center that can be calibrated in absence of the sample.

We now turn to our efforts to identify what geometrical parameters for pho-

tonic crystal structures are suitable to create on-demand lifetime changes using

scanning probe techniques. As scanning probe methods are inherently suited

to probe the top surface of 2D photonic crystals, we concentrate on structures

for which the relevant modes are located near the outer interfaces, rather than

the deep-etched macroporous silicon crystals. We have therefore analyzed the

spontaneous emission rate modifications that can be obtained with membrane

photonic crystals [57]. The promising recent achievements in creating high-Q

photonic crystal cavities [40,58,23,48] suggest that, although membranes have

no 3D band gap, the vertical index confinement strongly enhances the role of

the 2D band structure in three-dimensional light control. Relevant questions

that we seek to answer are if membranes cause significant lifetime changes, how

far away from the membrane the source will still experience lifetime changes,

and how strong the lifetime variations are with lateral movement of the source

through the 2D unit cell.

Due to the lack of symmetry of photonic crystal membranes, plane wave ex-

pansion methods [59–61] are not suited to calculate the local density-of-states

(LDOS). Instead, we have used the three-dimensional FDTD method, as out-

lined above. As pioneered by Lee, Xu and Yariv [62,63], and as recently applied

to photonic crystals by Hermann and Hess [64], the local density-of-states ap-

pearing in Fermi’s Golden Rule for spontaneous emission [41] can be simulated

using a classical dipole point source, that is excited with a given broadband

pulse of current. The power spectrum of the work that the field emitted by

the source does on the input current reveals the LDOS compared to vacuum

after dividing by the work done on the same source embedded in a vacuum
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reference environment [62–64]. We focus on membranes of 250 nm thickness

(ε = 11.76) containing air holes of radius r/a = 0.3, where a = 420 nm is the

lattice constant.

For dipoles oriented in the plane of the membrane we indeed find large varia-

tions in the spontaneous emission rates for frequencies around the in-plane TE

band gap. Figure 10 shows the modified emission rate compared to vacuum

for a dipole centered in an airhole, and for a dipole midway between two air

holes. These results were obtained for simulated crystal structures that were

hexagons of 13 holes across, truncated by solid unperforated membrane ex-

tending into the absorbing boundary conditions. For low frequencies we find

oscillatory behavior of the lifetime, due to Fabry-Pérot resonances associated

with the total size of the simulated crystal structure. In the range a/λ = 0.26

to 0.33, coincident with the TE band gap, the emission rate is strongly re-

duced. For the dipole in the air hole the reduction is about 7 times compared

to the vacuum emission rate. Large enhancements of the spontaneous emis-

sion rate occur around the band edge frequencies. Remarkably, emission oc-

curs preferentially on the high-frequency edge for dipoles inside air holes, and

preferentially on the low frequency edge for dipoles embedded in the semi-

conductor backbone. This is consistent with the well known concentration of

high-frequency (low-frequency) ‘air band’ (’dielectric’) modes in low (high)

index material. The large band width of the emission rate inhibition attests

to the strong effect of vertical index confinement in membranes: in structures

that are not limited vertically, the local density-of-states reduction is much

smaller, and does not occur over a wide bandwidth [65].

We have also assessed if these inhibitions and enhancements are only confined

to the midplane of the membrane, or whether they persist up to the membrane
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edge [57]. To this end we have calculated the emission lifetime changes as a

function of frequency and as a function of lateral position in the unit cell

for various dipole heights. In Figure 11, results are shown for lateral dipole

positions along a line connecting two air holes, starting from the center of a

hole to the mid-point between holes. The results in (B) for a dipole in the

mid-plane of the membrane confirms the results in Figure 10. For all lateral

dipole positions a frequency window of large inhibition occurs that coincides

with the 2D band gap. Enhancements of the emission occur on the high- or

low frequency edge of the gap, depending on the position of the dipole. In

Figure 11(C) results are shown for dipole positions at the top surface just

outside the membrane. This top surface is easily accessible using emitters

attached to sharp near-field probes. Clearly, the large inhibition of emission

is confined to the center of the membrane, and disappears at the membrane

surface. At the band edge frequencies, however, large enhancements of up to 20

times the emission rate in vacuum remain. Moving the tip with the nanoscopic

luminescent center laterally or vertically over length scales of just 50 nm

causes large contrasts of a factor 10 to occur in emission lifetime. We have

recently shown that the lifetime variations with distance to the membrane

center can be understood in terms of the guided mode densities associated

with dielectric slabs [66,67].
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20



thank Wolfgang Stumpf for his contributions to the early stage of SNOM

measurements. This work was carried out in the framework of the Network

of Excellence ePIXnet, of the Swiss National Science Foundation program

NCCR Quantum Photonics and the priority program SP 1113 of the Deutsche

Forschungsgemeinschaft (DFG).

References

[1] C. M. Soukoulis, ed., Photonic crystals and light localization in the 21st century,

Kluwer Academic Publishers, Dordrecht, 2001.

[2] D. W. Pohl, W. Denk and M. Lanz, Appl. Phys. Lett. 44 (1984) 651.

[3] M. A. Paesler and P. J. Moyer, Near-Field Optics: Theory, Instrumentation and

Applications, Wiley-Interscience, 1997.

[4] P. Kramper, A. Birner, M. Agio, C. M. Soukoulis, F. Müller, U. Gösele, J.
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[55] U. Grüning, V. Lehmann, C. M. Engelhardt, Appl. Phys. Lett. 66 (1995) 3254.

[56] S. Richter, M. Steinhart, H. Hofmeister, M. Zacharias, U. Gösele, N. Gaponik,
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1 (A) Schematic of the SNOM setup in collection mode. The tip

scatters and collects evanescent and travelling electromagnetic

waves which are then detected with an APD photon counting

module. (B) SNOM measurements at λ = 1500 nm of a tapered

(left) and an abrupt (right) W3-to-W1 transition together

with the corresponding topography and SEM micrographs. 33

2 Simulated dispersion relation of the two fundamental even

modes of a W3 waveguide (green circles) and the one of a

W1 waveguide (blue diamonds). Black open squares denote

measured k-vectors of the W1 waveguide. On the right:

Optical data of SNOM measurements of the W3-W1 gradual

taper transition (see Fig. ?? (B) on the left) at different

wavelengths. Red arrows indicate the corresponding frequency

in the dispersion relation. The location of the taper section is

indicated with a white bar. 34
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3 When a silicon tip of radius 200 nm is inserted into a hole in

a defect-free photonic crystal membrane (thickness 250 nm,

hexagonal lattice spacing 420 nm, hole radius 0.3a), a low-Q

resonance is created. Panel (A) shows the calculated resonance

frequency (circles, solid line, left hand axis) and the quality

factor (diamonds, dotted line, right hand axis) as a function

of the extent to which the tip is inserted into the membrane

(indicated in gray). Panel (B) shows the calculated resonance

frequency for fully inserted tips depending on the tip radius.

The grey shaded area is the available switching range. The set

of arrows shows the line width associated with this resonance

that can be created on demand. 35

4 Plot of the electric field intensity |E|2of the cavity mode for

which we present lossless tuning predictions based on 3D

FDTD. The cavity consists of a central defect (circle of reduced

radius 0.15a) in a hexagonal lattice (spacing a = 420 nm, hole

radius 0.3a, thickness 250 nm, dielectric constant ε = 11.76)

and is optimized by shifting and shrinking two holes (original

holes dashed). 36
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5 Solid symbols show the relative induced frequency shift

(left-hand axis) versus tip insertion depth calculated by 3D

FDTD for the cavity in Fig. ??. The tip is centered above

the central defect hole and 125 nm in diameter. Left of the

gray area, which indicates the extent of the membrane, the

tip apex is still away from the surface, and constitutes a

weak perturbation. The frequency shift follows the mode

profile |E|2 (solid curve). For tips up to 30 nm away from the

membrane (vertical dashes) large Q-factors (open symbols,

right-hand axis) can be maintained. The horizontal line shows

the Q-factor in absence of the tip. The Q drops when the

tip apex is within the membrane and recovers when the tip

extends all the way through the membrane. 37

6 Solid circles (left-hand axis) show the relative frequency shift

induced by silicon tips 30 nm above the central defect hole

in Fig. ??, as a function of the tip area πr2
tip. The frequency

shift is proportional to the tip area (fitted straight solid line).

Open symbols show the concomitant induced loss 1/Q (right

hand axis) which is set by the sum (fitted solid curve) of the

Q in absence of the tip (horizontal line) and a term that is

quadratic in the tip area. 38
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7 Fluorescence decay traces of HgTe nanocrystals coated on latex

spheres (curve (A), gray, taken from Ref. [52]), of nanocrystal

deposit on the surface between cavities in Fig. ??(B,C) (curve

(B), black), and from nanocrystals coated inside a defect

cavity in Fig. ??(B,C) (curve C, dotted gray). The inset shows

a transmission electron microscopy image of a latex bead

coated sparsely with HgTe nanocrystals. Curves were scaled to

unity at t = 0. 39

8 Schematic of the infrared luminescence confocal setup used for

Fig. ?? and ??. A laser beam (λ = 532 nm, picosecond pulses)

is focused onto the sample with a microscope objective. A Si

APD collects the reflected beam and acts as confocal aperture.

The infrared luminescence is either collected in transmission

(objective in dotted square) or in reflection via a dichroic

mirror. For the infrared, the fiber core leading into the InGaAs

APD (IdQuantique) acts as confocal aperture. Two CCD’s at

visible and infrared wavelengths are used for crude sample

alignment. Images are recorded by raster-scanning the sample

that is mounted on a 3D piezo stage. 40
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9 Panel (A) shows a scanning electron micrograph of a

macroporous silicon crystal (lattice spacing a = 700 nm,

hole radius R/a = 0.45 ) with a superlattice of defects, each

consisting of a ring of six unetched holes and a central defect

hole. The scale bar is 7 µm. (B) confocal microscopy scan of a

15×15 µm2 area of such a crystal. A color bar for the collected

reflected intensity at 532 nm (normalized) is shown on the

right. The lattice spacing is easily resolved. (C) distribution

of the infrared luminescence due to selectively infiltrated

HgTe quantum dots taken in parallel with (B). The sample

luminesces selectively from the defect cavities in (B). Bright

luminescence centers that do not correspond to cavities can be

traced to nanocrystal deposits that are evident as dark areas

in (B). 41

10 Spontaneous emission rate modification (compared to vacuum)

versus normalized frequency predicted by 3D FDTD for

dipoles at two positions in the center plane of a photonic

crystal membrane (thickness 250 nm, hole radius 0.3a, with

a = 420 nm the hexagonal lattice spacing). The solid curve

corresponds to a dipole in an air hole and the dashed curve

to a dipole centered in dielectric between two holes. Results

are for dipole orientation as indicated by the arrow, and are

calculated for a finite structure (hexagon of 13 holes across). 42
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11 Panel (A) again shows the lifetime enhancement compared to

vacuum for a dipole centered in an air hole as a function of

emission frequency (vertical axis, curve from Fig. ??). The

contour plots in (B) and (C) show the lifetime modification

(color scales shown on top) for dipoles in the midplane (B)

and dipoles just above (C) the membrane as a function

of frequency and of the lateral dipole position. The dipole

position is changed from the center of an air hole to the

mid-point between two holes. Evidently, there is a wide

frequency range of emission inhibition that affects dipoles

everywhere in the mid-plane of the membrane, and which

coincides with the TE band gap. Above the membrane no

significant inhibition remains, but the strong enhancements at

the band edges persist. 43
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Fig. 1. (A) Schematic of the SNOM setup in collection mode. The tip scatters and

collects evanescent and travelling electromagnetic waves which are then detected

with an APD photon counting module. (B) SNOM measurements at λ = 1500 nm

of a tapered (left) and an abrupt (right) W3-to-W1 transition together with the

corresponding topography and SEM micrographs.

33



0.26

0.27

0.28

0.29

0.3

0 0.1 0.2 0.3 0.4 0.5

k-vector [2π/a]

N
o

rm
a

liz
e

d
 o

p
ti
c
a

l 
fr

e
q

u
e

n
c
y
 u

=
a

/λ

λ=1480nm

λ=1520nm

λ=1550nm

λ=1570nm

Even W3 mode

W3

measured 

W1 k-vectors

Even 

W1 mode

T
a

p
e

rs
e

c
ti
o

n
T

a
p

e
rs

e
c
ti
o

n

Fig. 2. Simulated dispersion relation of the two fundamental even modes of a W3

waveguide (green circles) and the one of a W1 waveguide (blue diamonds). Black

open squares denote measured k-vectors of the W1 waveguide. On the right: Optical

data of SNOM measurements of the W3-W1 gradual taper transition (see Fig. 1

(B) on the left) at different wavelengths. Red arrows indicate the corresponding

frequency in the dispersion relation. The location of the taper section is indicated

with a white bar.

34



50 150 250 350

0.29

0.30

0.31

0.32

0.33

0.34

0

50

100

150

200

250
 

R
e

s
o

n
a

n
c
e

 f
re

q
u

e
n

c
y
 (

a
/λ

)

Tip depth (nm)

 R
e

s
o

n
a

n
c
e

 Q

0.15 0.20 0.25 0.30

0.29

0.30

0.31

0.32

0.33

0.34

 

 

R
e

s
o

n
a

n
c
e

 f
re

q
u

e
n

c
y
 (

a
/λ

)

Central disk radius r/a

Upper band edgeUpper band edge

Mid gap Mid gap

Switching

Range

Line width

(A) (B)
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hole radius 0.3a), a low-Q resonance is created. Panel (A) shows the calculated reso-

nance frequency (circles, solid line, left hand axis) and the quality factor (diamonds,

dotted line, right hand axis) as a function of the extent to which the tip is inserted

into the membrane (indicated in gray). Panel (B) shows the calculated resonance
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is the available switching range. The set of arrows shows the line width associated
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defect cavity in Fig. 9(B,C) (curve C, dotted gray). The inset shows a transmission

electron microscopy image of a latex bead coated sparsely with HgTe nanocrystals.

Curves were scaled to unity at t = 0.
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Fig. 8. Schematic of the infrared luminescence confocal setup used for Fig. 7 and

9. A laser beam (λ = 532 nm, picosecond pulses) is focused onto the sample with

a microscope objective. A Si APD collects the reflected beam and acts as confocal

aperture. The infrared luminescence is either collected in transmission (objective in

dotted square) or in reflection via a dichroic mirror. For the infrared, the fiber core

leading into the InGaAs APD (IdQuantique) acts as confocal aperture. Two CCD’s

at visible and infrared wavelengths are used for crude sample alignment. Images are

recorded by raster-scanning the sample that is mounted on a 3D piezo stage.
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Fig. 9. Panel (A) shows a scanning electron micrograph of a macroporous silicon

crystal (lattice spacing a = 700 nm, hole radius R/a = 0.45 ) with a superlattice

of defects, each consisting of a ring of six unetched holes and a central defect hole.

The scale bar is 7 µm. (B) confocal microscopy scan of a 15 × 15 µm2 area of such

a crystal. A color bar for the collected reflected intensity at 532 nm (normalized)

is shown on the right. The lattice spacing is easily resolved. (C) distribution of

the infrared luminescence due to selectively infiltrated HgTe quantum dots taken

in parallel with (B). The sample luminesces selectively from the defect cavities in

(B). Bright luminescence centers that do not correspond to cavities can be traced

to nanocrystal deposits that are evident as dark areas in (B).
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Fig. 10. Spontaneous emission rate modification (compared to vacuum) versus nor-

malized frequency predicted by 3D FDTD for dipoles at two positions in the center

plane of a photonic crystal membrane (thickness 250 nm, hole radius 0.3a, with

a = 420 nm the hexagonal lattice spacing). The solid curve corresponds to a dipole

in an air hole and the dashed curve to a dipole centered in dielectric between two

holes. Results are for dipole orientation as indicated by the arrow, and are calculated

for a finite structure (hexagon of 13 holes across).
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Fig. 11. Panel (A) again shows the lifetime enhancement compared to vacuum for

a dipole centered in an air hole as a function of emission frequency (vertical axis,

curve from Fig. 10). The contour plots in (B) and (C) show the lifetime modification

(color scales shown on top) for dipoles in the midplane (B) and dipoles just above

(C) the membrane as a function of frequency and of the lateral dipole position. The

dipole position is changed from the center of an air hole to the mid-point between

two holes. Evidently, there is a wide frequency range of emission inhibition that

affects dipoles everywhere in the mid-plane of the membrane, and which coincides

with the TE band gap. Above the membrane no significant inhibition remains, but

the strong enhancements at the band edges persist.
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